Page 1 of 12

Net wor k Wor ki ng Group S. Deering
Request for Comments: 1112 Stanford University
Obsol etes: RFCs 988, 1054 August 1989

Host Extensions for IP Milticasting
1. STATUS OF TH S MEMO

This nmenp specifies the extensions required of a host inplenentation
of the Internet Protocol (IP) to support multicasting. It is the
recomrended standard for IP nulticasting in the Internet.
Distribution of this meno is unlimted.

2. | NTRODUCTI ON

IP nmulticasting is the transmi ssion of an IP datagramto a "host
group", a set of zero or nore hosts identified by a single IP
destination address. A nulticast datagramis delivered to all
menbers of its destination host group with the same "best-efforts”
reliability as regular unicast |P datagrams, i.e., the datagramis
not guaranteed to arrive intact at all nenbers of the destination
group or in the sane order relative to other datagrans.

The nenbership of a host group is dynamc; that is, hosts nay join
and | eave groups at any tinme. There is no restriction on the

| ocation or nunber of menbers in a host group. A host nay be a
menber of nore than one group at a tinme. A host need not be a nmenber
of a group to send datagrans to it.

A host group may be pernmanent or transient. A permanent group has a
wel | - known, administratively assigned IP address. It is the address,
not the menbership of the group, that is permanent; at any tinme a

per manent group may have any nunber of menbers, even zero. Those IP
mul ti cast addresses that are not reserved for permanent groups are
avail abl e for dynamic assignment to transient groups which exist only
as long as they have nenbers.

Internetwork forwarding of IP nulticast datagranms is handl ed by
"mul ticast routers" which may be co-resident with, or separate from
internet gateways. A host transmits an |IP nulticast datagramas a

I ocal network nulticast which reaches all inmediately-neighboring
menbers of the destination host group. |If the datagramhas an IP
tinme-to-live greater than 1, the nulticast router(s) attached to the
|l ocal network take responsibility for forwarding it towards all other
net wor ks that have nenbers of the destination group. On those other
menber networks that are reachable within the IP time-to-1ive, an
attached nulticast router conpletes delivery by transmtting the
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datagram as a |local nulticast.

This menp specifies the extensions required of a host IP

i npl ementation to support |IP multicasting, where a "host" is any
internet host or gateway other than those acting as nulticast
routers. The algorithnms and protocols used within and between
mul ticast routers are transparent to hosts and will be specified in
separate documents. This menp al so does not specify how | ocal
network multicasting is acconplished for all types of network,

al though it does specify the required service interface to an
arbitrary | ocal network and gives an Ethernet specification as an
exanpl e. Specifications for other types of network will be the
subj ect of future nmenos.

3. LEVELS OF CONFORMANCE
There are three levels of confornmance to this specification:

Level 0: no support for IP multicasting.
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There is, at this tine, no requirement that all |IP inplenentations
support |IP nmulticasting. Level O hosts will, in general, be

unaf fected by nulticast activity. The only exception arises on sonme
types of |ocal network, where the presence of level 1 or 2 hosts may
cause misdelivery of multicast | P datagrams to level 0 hosts. Such
dat agrans can easily be identified by the presence of a class DIP
address in their destination address field; they should be quietly
di scarded by hosts that do not support IP nmulticasting. Cass D
addresses are described in section 4 of this neno.

Level 1: support for sending but not receiving nulticast IP
dat agr ans.

Level 1 allows a host to partake of sone nulticast-based services,
such as resource location or status reporting, but it does not allow
a host to join any host groups. An |IP inplenmentation may be upgraded
fromlevel 0 to level 1 very easily and with little new code. Only
sections 4, 5, and 6 of this nmenp are applicable to level 1

i npl enent ati ons.

Level 2: full support for |IP nulticasting.

Level 2 allows a host to join and | eave host groups, as well as send
| P datagrans to host groups. |t requires inplenentation of the

I nternet G oup Managenment Protocol (1GW) and extension of the |IP and
|l ocal network service interfaces within the host. Al of the

followi ng sections of this nemb are applicable to level 2

i mpl emrent ati ons.
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4. HOST GROUP ADDRESSES

Host groups are identified by class D IP addresses, i.e., those with
"1110" as their high-order four bits. Cass E |P addresses, i.e.,
those with "1111" as their high-order four bits, are reserved for
future addressi ng nodes.

In Internet standard "dotted deci mal" notation, host group addresses
range from 224.0.0.0 to 239. 255. 255. 255. The address 224.0.0.0 is
guaranteed not to be assigned to any group, and 224.0.0.1 is assigned
to the permanent group of all |P hosts (including gateways). This is
used to address all multicast hosts on the directly connected
network. There is no nulticast address (or any other |P address) for
all hosts on the total Internet. The addresses of other well-known,
permanent groups are to be published in "Assigned Nunbers"

Appendi x Il contains sonme background di scussion of several issues
related to host group addresses.
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5. MODEL OF A HOST | P | MPLEMENTATI ON

The multicast extensions to a host IP inplenmentation are specified in
terms of the layered nodel illustrated below. |In this nmodel, |CW
and (for level 2 hosts) IGW are considered to be inplenented within
the IP nodule, and the mapping of |IP addresses to |ocal network
addresses is considered to be the responsibility of |ocal network
nodul es. This nodel is for expository purposes only, and should not
be construed as constraining an actual inplenmentation

| Upper - Layer Protocol Modul es

--------------------- IP Service Interface -----------------------

| I

| | CVP | | GWP
I P | |

Modul e

---------------- Local Network Service Interface -----------------

I
Local | IP-to-local address napping
Net wor k | (e.g., ARP)
Modul es |

(e.g., Ethernet)

To provide level 1 nulticasting, a host |IP inplenentation nust
support the transmi ssion of nulticast |P datagrans. To provide |eve
2 multicasting, a host nust also support the reception of multicast

| P datagrans. Each of these two new services is described in a
separate section, below. For each service, extensions are specified
for the IP service interface, the | P nodule, the |ocal network
service interface, and an Ethernet |ocal network nodul e. Extensions
to local network nmpdul es other than Ethernet are nentioned briefly,
but are not specified in detail
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6. SENDI NG MULTI CAST | P DATAGRANS
6.1. Extensions to the IP Service Interface

Mul ticast | P datagrans are sent using the same "Send | P" operation
used to send unicast |P datagrans; an upper-layer protocol nodul e
nerely specifies an | P host group address, rather than an individual
| P address, as the destination. However, a nunber of extensions nay
be necessary or desirable.

First, the service interface should provide a way for the upper-I|ayer
protocol to specify the IP time-to-live of an outgoing multicast
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datagram if such a capability does not already exist. |If the

upper -l ayer protocol chooses not to specify a tine-to-live, it should

default to 1 for all nulticast |IP datagrams, so that an explicit
choice is required to nulticast beyond a single network.

Second, for hosts that may be attached to nore than one network, the
service interface should provide a way for the upper-layer protoco
to identify which network interface is be used for the nulticast
transmission. Only one interface is used for the initia

transm ssion; nulticast routers are responsible for forwarding to any

ot her networks, if necessary. |f the upper-layer protocol chooses
not to identify an outgoing interface, a default interface should be
used, preferably under the control of system managenent.

Third (level 2 inplementations only), for the case in which the host
is itself a nenber of a group to which a datagramis being sent, the
service interface should provide a way for the upper-layer protoco
to inhibit local delivery of the datagram by default, a copy of the
datagramis | ooped back. This is a performance optinization for
upper -l ayer protocols that restrict the menbership of a group to one
process per host (such as a routing protocol), or that handle

| oopback of group communication at a higher |layer (such as a
mul ti cast transport protocol)

6.2. Extensions to the | P Mdule

To support the sending of nmulticast |P datagranms, the | P nodul e nust
be extended to recognize | P host group addresses when routing

out goi ng datagrans. Mst |P inplenentations include the follow ng

| ogi c:

if IP-destination is on the same | ocal network,
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo( |P-destination )
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To allow nulticast transm ssions, the routing |ogic nust be changed
to:

if IP-destination is on the sane | ocal network
or | P-destination is a host group
send datagramlocally to | P-destination
el se
send datagramlocally to GatewayTo( |P-destination )

If the sending host is itself a nmenber of the destination group on
the outgoing interface, a copy of the outgoing datagram nmust be

| ooped- back for local delivery, unless inhibited by the sender
(Level 2 inplenentations only.)

The | P source address of the outgoing datagram nust be one of the
i ndi vi dual addresses corresponding to the outgoing interface

A host group address nust never be placed in the source address field

or anywhere in a source route or record route option of an outgoing
| P dat agram

6.3. Extensions to the Local Network Service Interface
No change to the | ocal network service interface is required to
support the sending of nmulticast |IP datagrans. The |P nodule nerely
specifies an | P host group destination, rather than an individual IP
destination, when it invokes the existing "Send Local" operation

6.4. Extensions to an Ethernet Local Network Mdule

The Ethernet directly supports the sending of local multicast packets

by allowi ng nulticast addresses in the destination field of Ethernet
packets. All that is needed to support the sending of multicast IP
datagrans is a procedure for mapping | P host group addresses to

Et hernet nulticast addresses
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An | P host group address is mapped to an Ethernet nulticast address
by placing the | oworder 23-bits of the I P address into the | ow order
23 bits of the Ethernet nulticast address 01-00-5E-00-00-00 (hex).
Because there are 28 significant bits in an | P host group address
nmore than one host group address nay map to the same Ethernet

nmul ticast address.

6.5. Extensions to Local Network Mdul es other than Ethernet

O her networks that directly support multicasting, such as rings or
buses conformng to the | EEE 802.2 standard, nmay be handl ed the sane
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way as Ethernet for the purpose of sending nulticast |P datagrans.
For a network that supports broadcast but not multicast, such as the

Experimental Ethernet, all |P host group addresses may be mapped to a
single | ocal broadcast address (at the cost of increased overhead on
all local hosts). For a point-to-point link joining two hosts (or a

host and a nulticast router), multicasts should be transmtted
exactly |like unicasts. For a store-and-forward network |ike the
ARPANET or a public X. 25 network, all |P host group addresses ni ght
be mapped to the well-known | ocal address of an IP nulticast router;
a router on such a network would take responsibility for conpleting
mul ticast delivery within the network as well as anmpng networks

7. RECEI VI NG MULTI CAST | P DATAGRANS
7.1. Extensions to the IP Service Interface

Incomng nmulticast | P datagrans are received by upper-|ayer protoco
nodul es using the sane "Receive | P" operation as nornal, unicast
datagranms. Sel ection of a destination upper-Ilayer protocol is based
on the protocol field in the | P header, regardl ess of the destination
| P address. However, before any datagrans destined to a particular
group can be received, an upper-layer protocol nust ask the |IP nodul e
to join that group. Thus, the IP service interface nust be extended
to provide two new operations

Joi nHost Group ( group-address, interface )
LeaveHost Group ( group-address, interface )

The Joi nHost Group operation requests that this host become a nmenber
of the host group identified by "group-address" on the given network
interface. The LeaveG oup operation requests that this host give up
its menbership in the host group identified by "group-address" on the
given network interface. The interface argument may be onmitted on
hosts that support only one interface. For hosts that may be
attached to nore than one network, the upper-1layer protocol nay
choose to | eave the interface unspecified, in which case the request
will apply to the default interface for sending multicast datagrans
(see section 6.1).

It is permssible to join the same group on nore than one interface
in which case duplicate multicast datagrans nay be received. It is
al so permissible for nore than one upper-1layer protocol to request
nmenbership in the same group

Bot h operations should return inediately (i.e., they are non-

bl ocki ng operations), indicating success or failure. Either
operation may fail due to an invalid group address or interface
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identifier. JoinHostGoup may fail due to | ack of |ocal resources

LeaveHost Group may fail because the host does not belong to the given

group on the given interface. LeaveHostG oup nay succeed, but the
menbership persist, if nore than one upper-1layer protocol has
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request ed nenbership in the same group
7.2. Extensions to the I P Mdule

To support the reception of nulticast |P datagrams, the | P nodul e
must be extended to naintain a list of host group menberships

associ ated with each network interface. An inconing datagram
destined to one of those groups is processed exactly the sane way as
dat agrans destined to one of the host's individual addresses

I ncomi ng dat agrans destined to groups to which the host does not

bel ong are discarded without generating any error report or |og
entry. On hosts with nore than one network interface, if a datagram
arrives via one interface, destined for a group to which the host
belongs only on a different interface, the datagramis quietly

di scarded. (These cases should occur only as a result of inadequate
mul ti cast address filtering in a |ocal network nodul e.)

An inconming datagramis not rejected for having an IP time-to-1ive of
1 (i.e., the time-to-live should not autonatically be decremented on
arriving datagrans that are not being forwarded). An incom ng
datagramwith an | P host group address in its source address field is
quietly discarded. An ICWP error nessage (Destination Unreachabl e
Ti me Exceeded, Paraneter Problem Source Quench, or Redirect) is
never generated in response to a datagram destined to an | P host

group.

The list of host group nenberships is updated in response to

Joi nHost Group and LeaveHost Group requests from upper-1|ayer protocols.
Each menbership shoul d have an associ ated reference count or simlar
mechanismto handle nultiple requests to join and | eave the sanme
group. On the first request to join and the |last request to | eave a
group on a given interface, the local network nodule for that
interface is notified, so that it may update its nmulticast reception
filter (see section 7.3)

The I P nodul e nust al so be extended to inplenent the | GW protocol
specified in Appendix |. 1GW is used to keep nei ghboring multicast
routers informed of the host group menberships present on a
particul ar local network. To support |GW, every |level 2 host nust
join the "all-hosts" group (address 224.0.0.1) on each network
interface at initialization time and nust remain a nmenber for as |ong
as the host is active
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(Dat agrans addressed to the all-hosts group are recognized as a
speci al case by the multicast routers and are never forwarded beyond
a single network, regardless of their time-to-live. Thus, the all-
hosts address may not be used as an internet-w de broadcast address
For the purpose of | GW, nenbership in the all-hosts group is really
necessary only while the host belongs to at |east one other group
However, it is specified that the host shall remain a nenber of the
all -hosts group at all times because (1) it is sinpler, (2) the
frequency of reception of unnecessary | GW queries should be | ow
enough that overhead is negligible, and (3) the all-hosts address may
serve other routing-oriented purposes, such as advertising the
presence of gateways or resolving | ocal addresses.)

7.3. Extensions to the Local Network Service Interface
I ncom ng |local network multicast packets are delivered to the IP
nodul e using the sanme "Receive Local" operation as |ocal network
uni cast packets. To allow the IP nodule to tell the |local network
nmodul e whi ch nulticast packets to accept, the |ocal network service
interface is extended to provide two new operations:
Joi nLocal Group ( group-address )
LeaveLocal G oup ( group-address )
where "group-address" is an | P host group address. The

Joi nLocal Group operation requests the local network nodule to accept
and del i ver up subsequently arriving packets destined to the given IP
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host group address. The LeavelLocal G oup operation requests the |ocal
network nodule to stop delivering up packets destined to the given IP
host group address. The local network nmpbdule is expected to map the
I P host group addresses to |local network addresses as required to
update its nulticast reception filter. Any local network nodule is
free to ignore LeavelLocal Goup requests, and nmay deliver up packets
destined to nore addresses than just those specified in

Joi nLocal Group requests, if it is unable to filter incom ng packets
adequatel y.

The | ocal network nodul e nmust not deliver up any nulticast packets
that were transnmitted fromthat nodul e; |oopback of nulticasts is
handl ed at the I P layer or higher.

7.4. Extensions to an Ethernet Local Network Mdule
To support the reception of nulticast |P datagranms, an Ethernet

nmodul e nust be able to receive packets addressed to the Ethernet
mul ti cast addresses that correspond to the host's |IP host group

addresses. It is highly desirable to take advantage of any address
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filtering capabilities that the Ethernet hardware interface may have,
so that the host receives only those packets that are destined to it.

Unfortunately, many current Ethernet interfaces have a snall limt on
t he nunber of addresses that the hardware can be configured to
recogni ze. Nevertheless, an inplenmentati on nust be capabl e of
listening on an arbitrary nunber of Ethernet nulticast addresses,

whi ch may nmean "opening up" the address filter to accept all

mul ticast packets during those periods when the nunber of addresses
exceeds the limt of the filter.

For interfaces with inadequate hardware address filtering, it nay be
desirable (for perfornmance reasons) to perform Ethernet address
filtering within the software of the Ethernet nmpodule. This is not
mandat ory, however, because the |P nmodule perfornms its own filtering
based on | P destination addresses.

7.5. Extensions to Local Network Mdul es other than Ethernet

O her nulticast networks, such as | EEE 802.2 networks, can be handl ed
the same way as Ethernet for the purpose of receiving multicast IP
dat agrans. For pure broadcast networks, such as the Experinental

Et hernet, all incom ng broadcast packets can be accepted and passed
to the IP nodule for IP-level filtering. On point-to-point or
store-and-forward networks, multicast |P datagrans will arrive as

| ocal network unicasts, so no change to the |ocal network nodul e
shoul d be necessary.
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APPENDI X 1. | NTERNET GROUP NMANAGEMENT PROTOCCL (| GWP)

The Internet G oup Managenent Protocol (IGW) is used by IP hosts to
report their host group menberships to any i mmedi atel y-nei ghboring
mul ticast routers. |IGW is an asymmetric protocol and is specified
here fromthe point of view of a host, rather than a nmulticast
router. (IGW may al so be used, symmetrically or asymmetrically,
between multicast routers. Such use is not specified here.)

Like ICMP, IGW is a integral part of IP. It is required to be
implemrented by all hosts conforming to level 2 of the IP multicasting
specification. |GW messages are encapsulated in I P datagrams, with
an | P protocol number of 2. Al |GW nessages of concern to hosts
have the followi ng format:

0 1 2 3
01234567890123456789012345678901
B i i e i i i L S S S e i ol T SR S R R S i S S e e i
| Version| Type | Unused | Checksum |
B T i S S e S i AT ST S S S R T S S S i S S e
| Group Address |
B T i i s s i S S it w o S S

Ver si on

This menp specifies version 1 of |GW. Version 0 is specified
in RFC-988 and is now obsol ete.

Type
There are two types of | GW nessage of concern to hosts:

1
2

Host Menbership Query
Host Menbershi p Report

Unused
Unused field, zeroed when sent, ignored when received.
Checksum
The checksumis the 16-bit one's conpl enment of the one's
conpl enent sum of the 8-octet |GW nessage. For conputing
the checksum the checksumfield is zeroed.

G oup Address

In a Host Menbership Query nessage, the group address field
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is zeroed when sent, ignored when received.

In a Host Menbership Report nessage, the group address field
hol ds the I P host group address of the group being reported.

I nformal Protocol Description

Mul ticast routers send Host Menbership Query nessages (hereinafter
call ed Queries) to discover which host groups have nenmbers on their
attached | ocal networks. Queries are addressed to the all-hosts
group (address 224.0.0.1), and carry an IP tine-to-live of 1.

Hosts respond to a Query by generating Host Menbership Reports
(hereinafter called Reports), reporting each host group to which they
bel ong on the network interface fromwhich the Query was received.

In order to avoid an "inplosion" of concurrent Reports and to reduce
the total number of Reports transnmitted, two techni ques are used:

1. Wien a host receives a Query, rather than sending Reports
imedi ately, it starts a report delay tinmer for each of its
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group nenberships on the network interface of the incomng
Query. Each timer is set to a different, randonl y-chosen
val ue between zero and D seconds. Wen a tinmer expires, a
Report is generated for the correspondi ng host group. Thus
Reports are spread out over a D second interval instead of
all occurring at once

2. A Report is sent with an |P destination address equal to the
host group address being reported, and with an IP
time-to-live of 1, so that other nmenbers of the same group on
the same network can overhear the Report. |If a host hears a
Report for a group to which it belongs on that network, the
host stops its own timer for that group and does not generate
a Report for that group. Thus, in the normal case, only one
Report will be generated for each group present on the
network, by the nenber host whose delay tiner expires first.
Note that the nulticast routers receive all |IP nulticast
datagrans, and therefore need not be addressed explicitly.
Further note that the routers need not know which hosts
belong to a group, only that at |east one host belongs to a
group on a particul ar network.

There are two exceptions to the behavior described above. First, if
a report delay timer is already running for a group nenbership when a
Query is received, that timer is not reset to a new random val ue, but
rather allowed to continue running with its current value. Second, a
report delay timer is never set for a host's nmenbership in the all-
hosts group (224.0.0.1), and that nenbership is never reported
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If a host uses a pseudo-random nunmber generator to conpute the
reporting del ays, one of the host's own individual |IP address should
be used as part of the seed for the generator, to reduce the chance
of multiple hosts generating the sane sequence of del ays

A host should confirmthat a received Report has the same | P host
group address in its |IP destination field and its | GW group address
field, to ensure that the host's own Report is not cancelled by an
erroneous received Report. A host should quietly discard any | GW
nmessage of type other than Host Menbership Query or Host Menbership
Report.

Mul ticast routers send Queries periodically to refresh their

knowl edge of nenbershi ps present on a particular network. If no
Reports are received for a particular group after sone nunber of
Queries, the routers assume that that group has no |ocal nenbers and
that they need not forward renotely-originated nulticasts for that
group onto the local network. Queries are nornally sent infrequently
(no nmore than once a mnute) so as to keep the | GW overhead on hosts
and networks very |low. However, when a nulticast router starts up

it may issue several closely-spaced Queries in order to build up its
know edge of |ocal nenberships quickly.

When a host joins a new group, it should imediately transnmt a
Report for that group, rather than waiting for a Query, in case it is
the first nenber of that group on the network. To cover the
possibility of the initial Report being |lost or damaged, it is
recommended that it be repeated once or twice after short delays. (A
sinple way to acconplish this is to act as if a Query had been
received for that group only, setting the group's randomreport del ay
timer. The state transition diagrambelow illustrates this
approach.)

Note that, on a network with no nmulticast routers present, the only
IGW traffic is the one or nore Reports sent whenever a host joins a
new group

State Transition Di agram
| GWP behavior is nmore fornally specified by the state transition
di agram below. A host may be in one of three possible states, with
respect to any single | P host group on any single network interface:

- Non- Menber state, when the host does not belong to the group
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on the interface. This is the initial state for all
nmenberships on all network interfaces; it requires no storage
in the host.
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- Del aying Menber state, when the host belongs to the group on
the interface and has a report delay tinmer running for that
menber shi p.

- Idle Menber state, when the host belongs to the group on the
interface and does not have a report delay timer running for
that menber ship.

There are five significant events that can cause | GW state
transitions:

- "join group" occurs when the host decides to join the group on
the interface. It may occur only in the Non-Menber state.

- "leave group" occurs when the host decides to | eave the group
on the interface. It may occur only in the Del aying Menmber
and | dl e Menber states.

- "query received" occurs when the host receives a valid | GW
Host Menbership Query message. To be valid, the Query nmessage
must be at least 8 octets |long, have a correct | GW
checksum and have an | P destination address of 224.0.0.1.

A single Query applies to all menberships on the
interface fromwhich the Query is received. It is ignored for
menberships in the Non- Menber or Del ayi ng Menber state.

- "report received" occurs when the host receives a valid | GW
Host Menbership Report nmessage. To be valid, the Report
message nust be at |east 8 octets long, have a correct | GW
checksum and contain the same | P host group address in its IP
destination field and its | GW group address field. A Report
applies only to the menbership in the group identified by the
Report, on the interface fromwhich the Report is received.

It is ignored for menberships in the Non-Menber or |dle Menber
state.

- "timer expired" occurs when the report delay timer for the
group on the interface expires. |t may occur only in the
Del ayi ng Menmber state.

Al other events, such as receiving invalid | GW nessages, or |GW
messages ot her than Query or Report, are ignored in all states.

There are three possible actions that may be taken in response to the
above events:

- "send report” for the group on the interface.
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- "start tinmer" for the group on the interface, using a random
del ay val ue between 0 and D seconds.
"stop timer" for the group on the interface.
In the followi ng diagram each state transition arc is labelled with

the event that causes the transition, and, in parentheses, any
actions taken during the transition.
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| eave group
(stop timer)

join group
(send report,
start timer)

| eave group

query received |
(start timer) | I dl e Mermber

| report received |

|

|

I

| Del ayi ng Menber
|

| .
| | (stop tiner) |
|

timer expired
(send report)

The all-hosts group (address 224.0.0.1) is handled as a special case.
The host starts in |Idle Menber state for that group on every
interface, never transitions to another state, and never sends a
report for that group.

Protocol Paraneters

The maxi mum report delay, D, is 10 seconds.
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APPENDI X | 1. HOST GROUP ADDRESS | SSUES

This appendix is not part of the IP nulticasting specification, but
provi des background di scussion of several issues related to |P host
group addresses.

Group Address Binding

The binding of IP host group addresses to physical hosts may be

consi dered a generalization of the binding of |IP unicast addresses.
An | P unicast address is statically bound to a single |ocal network
interface on a single | P network. An |IP host group address is

dynam cal ly bound to a set of local network interfaces on a set of IP
net wor ks.

It is inportant to understand that an I P host group address is NOT
bound to a set of |P unicast addresses. The nulticast routers do not
need to maintain a list of individual nmenbers of each host group.

For exanple, a nulticast router attached to an Ethernet need
associate only a single Ethernet nulticast address with each host
group having | ocal nenmbers, rather than a list of the nenbers’

i ndi vidual |P or Ethernet addresses.

>

ocati on of Transient Host G oup Addresses

This nmenp does not specify how transient group address are all ocated.
It is anticipated that different portions of the |IP transient host
group address space will be allocated using different techniques.

For exanple, there may be a nunber of servers that can be contacted
to acquire a new transient group address. Sone higher-|evel
protocols (such as VMIP, specified in RFC 1045) nay generate higher-
| evel transient "process group" or "entity group" addresses which are
then algorithmically mapped to a subset of the IP transient host
group addresses, sinilarly to the way that | P host group addresses
are napped to Ethernet nulticast addresses. A portion of the IP
group address space nmay be set aside for random all ocati on by
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applications that can tolerate occasional collisions with other
mul ticast users, perhaps generating new addresses until a suitably
"quiet" one is found.

In general, a host cannot assune that datagrans sent to any host
group address will reach only the intended hosts, or that datagrans
received as a nenber of a transient host group are intended for the
recipient. Msdelivery nust be detected at a | evel above |P, using
hi gher-level identifiers or authentication tokens. Information
transmtted to a host group address should be encrypted or governed
by administrative routing controls if the sender is concerned about
unwant ed |isteners.
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